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Experiments on melting and phase transformations on iron in a laser-heated, diamond-
anvil cell to a pressure of 150 gigapascals (approximately 1.5 million atmospheres) show
that iron melts at the central core pressure of 363.85 gigapascals at 6350 350 kelvin.
The central core temperature corresponding to the upper temperature of iron melting is
6150 kelvin. The pressure dependence of iron melting temperature is such that a simple
model can be used to explain the inner solid core and the outer liquid core. The inner core
is nearly isothermal (6150 kelvin at the center to 6130 kelvin at the inner core-outer core

boundary), is made of hexagonal closest-packed iron, and is about 1 percent solid (MgSiO3
+ MgO). By the inclusion of less than 2 percent of solid impurities with iron, the outer core

densities along a thermal gradient (6130 kelvin at the base of the outer core and 4000 kelvin
at the top) can be matched with the average seismic densities of the core.

The Earth has a large core that extends
nearly 2900 km from its center. This core

stores a substantial part of the planet's
energy and, therefore, exercises significant
influence on the dynamic processes. Iron
has always been considered well suited to

form a major part of the core; it is sufficient-
ly abundant and seems to have the right
density. Seismic data require that the core

contains a solid inner core and a liquid
outer core. Therefore, it is important to
know the high pressure and temperature
properties of both the solid and melt. Re-
cently, Boehler (1) determined the melting
temperature of iron in a diamond-anvil cell
to a pressure of 200 GPa; these tempera-
tures are lower than those found in shock-
wave experiments (2-4) (Fig. 1). The ex-

istence of a new phase P3 with an unknown
structure at high pressure was established in
two studies (1, 5). These studies differed to

some extent by the location of the pressure-

temperature stability field of the P3 phase.
Boehler's (1) data showed the phase trans-
formation (e to >) occurring at tempera-
tures higher than those found by Saxena
and colleagues (5). Anderson (6) reviewed
the iron phase diagram and pointed out

several inconsistencies in both the experi-
ments and theory, many of which are the
subject of this study.

In this report, we present results of
experiments concerning both the stability
of the P phase and the melting of iron to a

pressure of 150 GPa (Fig. 1). We also
present an internally consistent thermody-
namic data base with which to model the
iron phase diagram and the core energetics.
We used these phase equilibrium data along
with other available pressure-volume-tem-
perature (P-V-T) and thermochemical data
on iron to produce an assessed thermody-
namic data base using optimization tech-

niques (7). The newly generated data were

then used to calculate the iron phase dia-
gram. This combination of thermochemical
and experimental data provides us with an

estimation of temperature gradient in the
Earth's core.

We heated iron sandwiched between in-
sulating layers of ruby at the top and MgO
powder at the bottom (1, 5, 8, 9). We
determined a phase transformation by plot-
ting the laser power against the temperature.
At the temperature of phase transformation,
there is a distinct change in slope (Fig. 2).
Our melting temperatures (Fig. 1) agree with
those of Boehler (1) and contrast with re-

sults from shock-wave melting experiments
(2), which show that at 235 GPa, melting
occurs at 2000 K higher than the tempera-
ture obtained at static pressure. Two prob-
lems might affect the diamond-anvil cell
experiments: (i) reaction with the pressure

medium and (ii) temperature and pressure

gradients. We dried the cell carefully. The
corundum plate in contact with the iron did
not show any visible reaction. Data on

melting at high pressures show that corun-

dum melts at a temperature higher than that
of iron at all pressures studied. We measured
temperature over an area of less than 3 gum,

where melting was observed directly. Tem-
perature values were further ascertained by
the change in slope on a plot of the laser
power against temperature. The accuracy of
the temperature measurements was further
demonstrated by the melting of several solids
with known melting temperatures (Table 1).

Data on iron phase transformations and
melting (Fig. 1) show considerable scatter.
The error in determining pressure is several
kilobars. The relative error in temperature
measurement is 100 K, which includes the
errors of statistical fit and the laser-power
fluctuations (Table 1). Two kinds of phase
transformations are evident, as shown by
two distinct changes in slope in the tem-
perature-power relation (Fig. 2). The first
change is ascribed to the E-13 transition and
the second to the B-y transition. Most of
the data are from 30 to 60 GPa and 1200 to
2000 K. Scatter in the data is a result of the
surface-textural changes and the sluggish
kinetic transformation in iron (10). At
pressures greater than 70 GPa, the e-m
transition (Fig. 2) occurs at 2400 ± 50 K.
Although the melting data show a larger
scatter than that of Boehler (1), the melt-
ing curves are generally similar. In our
temperature calculation, we used the iron

Table 1. Measured melting temperatures of
solids with the use of a YAG laser at 1 atm. The
silicates were heated in contact with rhenium.
The last two digits of the errors for this study are
given in parentheses.

Solid T (K) T(K), thisSolid ~~~~~~study*
Copper 1356.4 1350 (50)
Iron-wustite 1642 1620 (30)
Nickel 1726 1745 (35)
Cobalt 1768 1756 (15)
Iron 1808 1800 (30)
Platinum 2045 2043 (35)
Rhenium 3453 3450 (40)
Tungsten 3683 3671 (40)
Diopside 1665 1650 (40)
Corundum 2345 2340 (50)
Enstatite 1830 1840 (50)

Fig. 1. Phase diagram of iron from the available data in 4000-
relation to the new experimental data from this study.
The various curves drawn do not include the new data.
Curves: 1, melting curve from (4); 2, melting curve from 3000

(1); 3, dashed curve showing a possible phase transi-
tion (1). The p boundary and the triple point y-E- are

from (5). The open circles represent melting tempera- i 2000

tures as determined by visual observation and in plots E
of laser power and temperature. The solid circles &
represent cases when melting could not be observed at
the highest usable laser power. The size of the symbols a

represents the error in temperature measurement. The 0.
standard error in pressure measured with the ruby 0

fluorescence technique is 6% below 100 GPa and
could reach as high as 15% above this value. The plus
signs represent e-P transitions, and the squares represent the

represent phase transitions that we are unable to categorize.
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emissivity; Boehler used either the tungsten
data or a constant value. Therefore, the
temperatures of this study are about 100 K
higher than those of Boehler (1).
We made a thermodynamic assessment of

the iron data (7) using the phase equilibrium
(11), calorimetric (12), and P-V-T data
(13-15). The data (1 atm and any temper-
ature) on body-centered-cubic (bcc), 8-bcc,
and face-centered-cubic structures were
adopted from (12), and the P-V-T model is
as used in (7). No separate contribution of
the electronic heat capacity at constant vol-
ume, CV, as discussed by Bones and Brown
(16), has been added to the heat capacity. In
phase equilibrium calculations, such effects
would cancel out. All extrapolated data
follow the constraints imposed by the rela-
tion Cp- CV = aO2VKT (V is molar volume,
K is the bulk modulus, and a is the thermal
expansion) to a temperature of 6000 K and
the calculated CV lies between the minimum
3-nR (n, number of moles; R, gas constant)
limit to several joules below the heat capac-
ity at constant pressure, Cp. The P-V-T data
have been tested similarly for each of the
phases for internal consistency.

The calculated phase transformations
and melting in iron at pressures from 0 to
350 GPa are shown in Fig. 3. The extrap-
olation of the melting curve is done by
calculation of the melt compressibility (7)
as a function of temperature from the ex-
perimental data of Boehler and from this
study (model 1). In such assessment of
thermodynamic data, we did not include
the nearly 10 to 15% error of pressure
measurement possible when pressure ex-
ceeds 100 GPa (17). We generated a sec-
ond model by permitting the melt com-
pressibility to decrease at a higher rate at
high temperatures by including the lower
limits of the shock-wave data from Brown
and McQueen (18) (see Fig. 3). The high-
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Fig. 2. Phase transformations E-p and 13-y at 58
GPa as judged from a plot of the laser power
against temperature (left curve) and phase
transformation of e directly to 1P at 125 GPa.

temperature melt data should be shifted to
lower pressures by approximately 10%,
which is a change quite within the stipulat-
ed random errors in the pressure measure-
ments from the ruby fluorescence (17). On
such a melting curve (model 2), there are
two triple points. The first (melt 13-E) is
located at 2946 ± 100 K and 76.5 ± 4
GPa, and the second is located at 4580 K
and 216 GPa (19), ensuring that the shock-
wave constraint on melting (18) is satisfied.
We took the low-temperature limits of
these data as found by using model 1, which
gives the second triple point (melt IB-E) at
4015 K and 205 GPa.

Seismic data indicate that the Earth's
outer core has liquid properties and that the
inner core is solid. The calculated melting
curves in Fig. 3 show that we may expect
iron melting to occur at central core pres-
sures [363.85 GPa, PREM model (20)] be-
tween 5980 (model 1) and 6680 K (model
2). The calculated densities of e iron just
below the melting temperatures (13.76
g/mol at 5979 K and 13.55 g/mol at 6679 K)
are considerably higher than the PREM
model densities. Similar conclusions led
Jephcoat and Olsen (21) to suggest that the
inner core must contain a few percent of a
light component such as pyrite. A light
component reduces both the density and
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Fig. 3. Iron phase diagram as calculated from
the thermodynamic data in this study. Melting
curves are obtained by (1) the determination of
melt compressibilities from Boehler's data (1)
and from this study and by (2) the inclusion of
the lower limits of temperature in the shock-
wave data (B-M) (18). The temperature gradi-
ent in the core in a mixture of MgSiO3, MgO,
and e iron is shown by the dashed curve. The
inset shows the mole percent amount needed
to obtain the exact PREM model densities along
the geothermal gradient appropriate for the
preferred model 2. Similar data are shown for
the model 1 by the lower temperature curve,
which may represent the low temperature limits
of the thermal state of the core.

the iron melting temperature. Our iron
phase diagram and the thermodynamic data
permit us to propose a simple model for the
core based on the pressure dependence of
the melting temperature of iron. We found
that to maintain a solid inner core with the
appropriate PREM densities, it is sufficient
to add a small amount of Mg2SiO4 (high-
pressure equivalent phases: perovskite +
periclase) to E iron (Fig. 3). Both perov-
skite and periclase are refractory phases
with melting temperatures higher than that
of iron (22). Many iron meteorites, thought
to have formed in planetary cores, do con-
tain a mixture of iron and silicates. At the
center, the correct density is produced
when we add 1.05% solids at 6150 K. In the
inner core, it was not necessary to change
the composition to obtain correct densities
at slightly decreasing temperatures until the
geotherm meets the inner core-outer core
boundary at 6133 K, close to the tempera-
ture of iron melting at 328.85 GPa. For the
geothermal gradient to change smoothly
and approach the outer core and mantle
boundary at -4000 K, the mole percent of
solids should increase from 0.7% at the
bottom of the liquid core to 1.64% at the
top (Fig. 3 inset). For a given composition,
the outer core densities do not change
significantly with temperature. However, a
small decrease in the amount of added solid
raises the temperature significantly. With
model 1, we found the inner core temper-
ature to vary from 5430 to 5419 K, and the
PREM density is matched with 1.5% of
solids. A small additional amount of solids
(-1.8%) is required to match the density
in the outer core along the thermal gradient
shown in Fig. 3. Although Anderson (23)
used different thermodynamic arguments,
his calculated temperatures of 6450 K for
the center and 6210 ± 400 K for the inner
core-outer core boundary are quite similar
to the temperatures found by us. Our results
using the second model are also in general
agreement with those of Brown and Mc-
Queen (24). Therefore, we prefer this mod-
el for the Earth's core.
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Topographic Forcing of the Atmosphere and
a Rapid Change in the Length of Day

David A. Salstein and Richard D. Rosen
During June to September 1992, a special campaign was held to measure rapid changes
in Earth's rotation rate and to relate these measurements to variations in the atmosphere's
angular momentum, due principally to changes in zonal winds. A strong rise in both length
ofday and atmospheric momentum during a particular 6-day subperiod is documented, and
this example of a short-period perturbation is identified with a specific regional coupling
mechanism. Mountain torques within the southern tropics appear to account for most of
the rapid momentum transfer between the solid Earth and atmosphere, with those across

South America especially important.

Recent advances in the accuracy of space

geodetic techniques used to measure the
Earth's rotation, as well as the availability of
improved calculations of global atmospheric
angular momentum (AAM), have aided the
understanding of dynamic interactions
among the planet's solid portion, atmo-

sphere, and ocean. On time scales be-
tween roughly a fortnight and several years,

changes in the angular momentum of the
solid Earth, manifested as variations in the
length of day (l.o.d.), are almost entirely
accounted for by changes in AAM (1, 2).
Discrepancies in this balance at high fre-
quencies have been noted, and details of the
momentum exchange mechanisms have not

been fully understood. To address these is-
sues, a campaign was planned to determine
Earth orientation and AAM parameters
with the most accurate systems available.
This experiment, named SEARCH'92 (3),
was conducted from June to September
1992, with a special period of intensive
measurements held from 25 July to 8 August.

During the intensive portion of the cam-
paign, values of the relative component of
AAM about the polar axis due to winds,
MW, and of the component due to the

planet's mean rotation, MP, were computed
every 6 hours according to

MW =a3g i ffu cos2 dX d4) dp (1)

MP = a4 Q g- 1 JJIp cos3 4ddX do) (2)

where a is Earth's mean radius; g is the
acceleration due to gravity; u is zonal wind;
X, 4), and p are longitude, latitude, and
pressure (ps is pressure at Earth's surface),
respectively; and Q1 is Earth's mean angular
velocity. Integrals over the global atmo-

sphere were calculated from operational
wind and surface-pressure analyses pro-

duced by several of the world's weather
centers. These values were collected by the
Sub-bureau for Atmospheric Angular Mo-
mentum of the International Earth Rota-
tion Service for analysis and distribution
(4). During the intensive period of the
campaign, AAM appears to undergo a near-

ly 10-day oscillation superimposed on a

(seasonal) upward trend, as shown (Fig.
1A) by estimates from the U.S. National
Meteorological Center (NMC) using anal-
yses on a 2.5° latitude-longitude grid and 12
vertical pressure levels up to 50 mbar (5).
Although the oscillatory component is near
the high-frequency limit that generally ex-

SCIENCE * VOL. 264 * 15 APRIL 1994

ists now in the measurement of coherent
fluctuations between AAM and l.o.d., the
changes captured in Mw + 0.7 MP (6)
during the intensive period explain most
(64%) of the variance in simultaneous mea-

surements of l.o.d. (7) (Fig. 1A). Most of
this agreement is associated with changes in
MW; during this period, fluctuations in MP
contribute little to the variance in l.o.d.
Therefore, study of the NMC daily wind-
based momentum data further to determine
the source and character of momentum
variability during the intensive period suf-
fices for a broad understanding of the
Earth's rotational behavior during that time
as well.

The relative angular momentum of the
atmosphere within 46 equal-area latitude
belts (8) was calculated from NMC zonal
wind analyses for the intensive period.
Upon subtraction of the means for that
period from all corresponding daily belt
values, we derived a time-latitude diagram
(Fig. 1B) of the temporal variability of belt
momentum anomalies. The relative contri-
bution of each belt to the behavior ofMW in
Fig. 1A is shown in Fig. 1C in terms of the
fractional covariance between the time se-

ries of the individual belt and global Mw
anomalies. Although a strong signal exists
near 45VS, the broad expanse of positive
covariance values in low-latitude Southern
Hemisphere belts, peaking near 10WS, indi-
cates that variations there are most respon-
sible for the Mw fluctuations: The temporal
oscillation between negative and positive
anomalies at these latitudes mimics the
global behavior.

Although Fig. 1 isolates the important
centers of momentum variability during our

study period, it does not reveal the mecha-
nisms responsible for these variations. The
development of a new data set for the two

torques that link the atmosphere and Earth
(9) allows us an unprecedented opportuni-
ty, however, to identify the manner by
which the momentum exchange occurs on

the time scales dealt with here. One torque
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